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Computer Vision Applications
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Classification Object, Scene, Attribute

Detection Object, Pedestrian, Face

Recognition Object: Plate Number, Text. Human: Face, action

Segmentation MRI tumor, Natural image

- e e e e e e o e o e EE o o

Retrieval Text-based, image-based image retrieval

Computer Vision

,'-
~
- N

Language Image Captioning, Visual Question Answering [

/

3D Modeling

Deep Learning is a data-driven technique

Augmented Reality

Binocular Vision
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A
* Object Detection: Dataset 2N P
’4‘¢ ASCAL 2
Oxford Pascal VOC \ rn Analysis, Statistical Modelling and
« VOC 2007 and 2012 _omputational Learning

e 20 Classes :
 Person
* Animal: Bird, Cat, Cow, Dog, Horse, Sheep
« Vehicle: Aeroplane, Bicycle, Boat, Bus,
Car, Motorbike, Train
* Indoor: Bottle, Chair, Dining Table, Potted Plant,
Sofa, TV/Monitor

« VOC2012: 11,530 images (train/val). 27,450 bounding boxes

http://host.robots.ox.ac.uk/pascal/VOC/voc2012/ 63
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Computer Vision Applications

* Object Detection: Dataset
Microsoft COCO

* 80 classes
 (COCO 2014, 82,783 training images, 40,504 validating images, and 40,775 testing images
* Apart from object detection, it also have the annotations of:

* Image captioning

* Pose estimation

* Image segmentation

Common Objects in Context

http://cocodataset.org/#explore

64
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Computer Vision Applications

* Object Detection: Dataset

Common Objects in Context

Sometime the dataset is “bad”
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Computer Vision Applications

e Object Detection: Evaluation

Intersection over Union (IoU) B 1oU: 0.4034 loU: 0.7330 loU: 0.9264
. Ground;t‘rutrvn-ill;c')lzjﬁ;i';g'l:)bx
..Predicted bounding box Poor GOOd Exce"ent

Area of Intersection
Area of Union * loUis ascalar between 0 ~ 1

* IfloU==1, the predicted and GT boxes are fully matched.

* IfloU==0, the predicted and GT boxes are fully mismatched.

« If loU>threshold, object detected.

IoU =

66
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Computer Vision Applications

e Object Detection: Evaluation

Average Precision (AP) =
08
procision — T
recision = TP + FP aa
S
Recall i g o
TP Y FN
0.2
* The area under P-R curve is the Average Precision (AP)
0.0

0.0 0.2 0.4 0.6 0.8 1.0
Recall
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Computer Vision Applications

e Object Detection: Evaluation

Average Precision (AP):

 The mAP is the averaged AP for each class

AP %
APIOU=-50 %
ApIOU=.75 %

* To further evaluate the algorithm, we would
. . . AP Across Scales:
compute AP using different settings, such as  , srai:

%
the IoU threshold and the size of object. e %
large
AP %
Average Recall (AR):

ARmax=1 ¥

ARmax=10 4

ARmax=100 4

AP
AP
AP

AP
AP
AP

AR
AR
AR

ez ¥

PEKING UNIVERSITY

at IoU=.508:.85:.95 (primary challenge metric)
at IoU=.50@ (PASCAL VOC metric)
at IoU=.75 (strict metric)

for small objects: area < 39
for medium objects: 322 ¢ area < 962
for large objects: area > 062

given 1 detection per image

given 18 detections per image
given 180 detections per image

68
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* Object Detection: R-CNN

* Step 1: Use Selective Search algorithm
to obtain 2,000 proposal regions from
an image.

aeroplane?no. | , Step 2: Resize all regions to a given
: fixed size.

person? yes.

: e Step 3: Feed each regions to the VGG
tvmonitor? no. to extract image features, and classify

1. Input 2. Extract region 3. Compute 4. Classify the image via the features.
umage proposals (~2k) CNN features regions

e Step 4: Obtain the bounding box
location via regression.

69
Rich feature hierarchies for accurate object detection and semantic segmentation. Girshick, Ross etal. CVPR. 2014.
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* Object Detection: R-CNN
SVM/Bbox Reg  SVM/Bbox Reg * Step 1: Use Selective Search algorithm
I to obtain 2,000 proposal regions from
an image.

* Step 2: Resize all regions to a given

Input each region into
p 8 ConvNet ConvNet fixed size.

the CNN feature extractor
one-by-one

* Step 3: Feed each region to the VGG to
extract image features, and classify the
image via the features.

* Step 4: Obtain the bounding box
location via regression.

70
Rich feature hierarchies for accurate object detection and semantic segmentation. Girshick, Ross etal. CVPR. 2014.
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Computer Vision Applications

* Object Detection: Non-Maximum Suppression, NMS

An object can have many
potential output bounding
boxes, NMS helps to remove
the overlap boxes and keep
the best one.

71
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Computer Vision Applications

* Object Detection: SPP Net

e R-CNN Limitations:

» 1. Selective Search is slow.
» 2. Resizing the proposal region leads to scale change of width and height, which affect

the classification accuracy.
* 3. Feed each region into the VGG individually, which is very slow.

* 4.Not end-to-end training.

e SPP Net Contribution:

* 1.Solve the 2" and 3™ limitations of R-CNN.
* 2. Propose Spatial Pyramid Pooling, SPP, which resize the features into the same size.
* 3. Feed entire image into CNN to obtain global features, and obtain the features of

each region on the global features.
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Computer Vision Applications

* Object Detection: SPP Net

SVM/Bbox Reg SVM/Bbox Re *  Obtain the class labels and bboxes
SVM/Bbox Reg  SVM/Bbox Relg t each feat int & / & from the feature maps with the
. . nput eacn reature maps into same size
Input each region into the classifier and regressor I I

* Use SPP to resize the feature maps
one-by-one I I Spp of all proposal regions into the

Selective Search é / same size
ConvNet ConvNet /

* Obtain the feature maps of all
R-CNN SPP net

I proposal regions based on
Selective Search

the CNN feature extractor
one-by-one

Selective Search.

* Input the entire image into the
feature extractor to obtain the
=  global feature maps.

ConvNet

73
Spatial pyramid pooling in deep convolutional networks for visual recognition. Kaiming He etal. ECCV. 2014.
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* Object Detection: SPP Net

ez K Y

PEKING UNIVERSITY

image crop / warp -

conv layers

-~

fc layers » output

image ™ conv layers

-

spatial pyramid pooling

-

fc layers » output

* Compared to R-CNN, SPP Net have the following advantages.
* Use global features instead of feeding images into VGG one-by-one.

* Do not change the image scale.

Spatial pyramid pooling in deep convolutional networks for visual recognition. Kaiming He etal. ECCV. 2014.

(BA%kA)

.

J

Y

SVM
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Computer Vision Applications
* Object Detection: Fast R-CNN

* SPP Net Limitations:
e 1. Still use Selective Search, which is very slow.

e 2. Still not end-to-end training.

* Fast R-CNN Contributions:
* 1. Propose ROI (Region of Interest) Pooling layer, which is a simplified Spatial Pyramid

Pooling that uses one pooling size only.
e 2. End-to-end training, the classifier and bbox regressor are trained together with the

CNN feature extractor.

Fast R-CNN. Girshick, Ross etal. ICCV. 2015.
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Computer Vision Applications

Softmax Classifiier

¢ Object Detection: Fast R-CNN Linear Bbox Regressor

SVM/Bbox Reg SVM/Bbox Reg Net | Net Use neural networks as the

classifier and regressor
SpPp ROl Pooling (Simplified SPP)
Selective Searc% A/ Selective Search7/ A/

SPP net 1 Fast R-CNN 1

ConvNet

Fast R-CNN. Girshick, Ross etal. ICCV. 2015. 76
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Computer Vision Applications

* Object Detection: Faster R-CNN

* Fast R-CNN Limitation:
e 1. Still use Selective Search, which is very slow.

e Faster R-CNN Contribution:
« 1. Use Region Proposal Networks (RPN) to replace Selective Search, enable neural
networks to search the proposal regions, which is very faster.
e 2. Achieve end-to-end training, accuracy increased.

77
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Computer Vision Applications

* Object Detection: Faster R-CNN

Softmax Classifier Softmax Classifiier
Linear Bbox Regressor Linear Bbox Regressor
Net Net
Net Net

ROI Pooling

L 1 o1
ROI Pooling / /
SelectiveSearchﬂ/ I t / RPN ' /

Fast R-CN I Faster R-CNN *

ConvNet

Faster R-CNN. Shaoging Ren, Kaiming He, Ross Girshick, Jian Sun. NIPS. 2015.
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Computer Vision Applications

* Object Detection: Timeline of Proposal-based Methods

Time

Region Proposal Selective Search Selective Search Selective Search Region Proposal
Network

Feature Extraction Deep Network Deep Network Deep Network Deep Network

Classification & SVM SVM Deep Network Deep Network

Regression

79
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Computer Vision Applications

* Object Detection: Rethinking

 The above algorithms all need region proposal, but it is necessary?

 To know the locations of different objects in an image, the human would not

manually select many proposal regions and classify them one-by-one, instead,
human can find all objects in an image by just one glance.

YOLO

You Only Look Once

80
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Computer Vision Applications

* Object Detection: YOLO

* Object detection problem - Regression problem.

* No Region Proposal, a fully convolutional networks output the class labels and location
information directly.
e Very fast.

1. Resize image.
2. Run convolutional network.
3. Non-max suppression.

81
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* Object Detection: YOLO

An image is separated into a 7x7 grid, each cell in the grid predicts the class label, object width and
height, and object confidence of the corresponding image location.

448

ﬁj All outputs

n2 S 1 y o e
5 : ,
56 X
(-] S _ 3
448 3 | 28 aﬁ N
3 43 N
n2

. =
¥ ~—-.w—;
7 7 7 ~
56 5 3 B g ><: ><
14
L 7 7 7
3 192 256 512 1024 1024 1024 4096 30 |
o] o] i
Conv. Layer Conv. Layer Conv. Layers Conv. Layers Conv. Layers Conv. Layers ~ Conn. Layer  Conn. Layer ] il
7x7x64-s2 3x3x192 1x1x128 1x1x256 1,4 1x1x512 3x3x1024
Maxpool Layer ~ Maxpool Layer 3x3x256 3x3x512 3x3x1024 3x3x1024
2x2-s-2 2x2-s-2 1x1x256 1x1x512 3x3x1024
3x3x512

3x3x1024 3x3x1024-s-2
Maxpool Layer  Maxpool Layer

2x2-s-2 2x2-s-2
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Computer Vision Applications

* Object Detection: YOLO

* Each cell has 30 outputs, 10 for the information of 2 bboxes (x, y, w, h, confidence), 20 for 20
class probabilities of VOC dataset.
* Therefore, each cell has 2 potential bboxes, but can only have one kind of object.

2 boxes per cell  ~= ~bb2 confidence 1x30
-—)
MUL \

From one cell

AN

<

7x7x30

7

t':

7V

\
\ 30

N\

N

N
~
~
~

~

id o8ll-~- _
All outputs e

20 classes scores per box

Box: [x,y,w,c] + confidence

20x1
83
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* Object Detection: YOLO

Remove the bboxes with low confidence and perform NMS to obtain the final result.

84
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* Object Detection: YOLO?2

* YOLO Limitation:
 Difficult to detect small objects.

* YOLOZ :

* Pre-define multiple proposal regions for each cell i.e., pre-defined anchor.

I 2k scores ] I 4k coordinates ] < k anchor boxes —_—

cls layer reg layer . P,
- Rl Skt .-

[ 256-d | b,
intermediate layer . .
t : ]o(ty) : b=0(t)+c,
= Pr | bw | : b=o(t,)+c,
\ E o(t) E b,=p,e*
| . ‘ ; E bh=phetw
sliding window . . . E . ‘
: Pre-defined Region Proposal |  feeeefeecennnnas] -

conv feature map

85
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Computer Vision Applications

* Object Detection: YOLO?2

YOLOv1 YOLOV2
— N * Increase the grid resolution from 7x7 to 13x13.
: — 4 xywh || _’f_ 4xywh
L1 confidence Pr(Object) s OUH | Leonfidence Pr(onect) 10t e Pre-define 6 anchors for each cell, YOLO2 can predict
[ s 13x13x6=1014 potential bboxes, while YOLO1 only have
|| — 1 confidence P Object) » 10U Anchor boxl 7x7x2=98 bboxes.

 20: class Pr(Class;|Object)

l * Each cell has multiple class probabilities vectors i.e., each cell

can detect different types of object. (each cell in YOLO1 can
only be one class)

__ 20: class Pr(Class;|Object) [ 4xywh

[ 1 confidence Pr(Object)* IOU"

~ 20: class Pr(Class;|Object)
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* Object Detection: SSD
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SSD is another “Only Look Once” algorithm from Google.

Extra Feature Layers
A

VGG-16 r
<= _ttlr()_u_gllConvs__g I_axe\:r Classifier : Conv: 3x3x(4x(Classes+4)) . ]
BN c
N Classifier : Conv: 3x3x(6x(Classes+4)) & o
LN O A
! \ o 9]
| it E S
300 | : 8_ §
|
UD) | ! % g @ |74.3mAP
o| | | | o E| 59FPS
| : Conv4_3 Conv: 3x3x(4x(Classes+4)) 2 £
| S =
300 0 | £ =
\ | 28 [0] =
\\ : Convi1_2 ° <
\ (= (<]
| N— zZ
RN [se] ___ 250 {ze) Z]
Conv: 3x3x1024 Conv: 1x1x1024 Conv: 1x1x256 Conv: 1x1x128 Conv: 1x1x128 Conv: 1x1x128
Conv: 3x3x512-s2 Conv: 3x3x256-s2 Conv: 3x3x256-s1 Conv: 3x3x256-s1
c
(7] o
\ | | % :
YOLO Customized Architecture 3 @
e =
s g a
=
S © @ 63 4mAP
O | wmoe P E| 45FPS
S £
= X
448 3} b1
2 =
3 <
o o
3 P4

Fully Connected

Fully Connected

I
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* Object Detection: More and more ...

R-CNN —» OverFeat — MultiBox — SPP-Net — MR-CNN — DeepBox — AttentionNet —

2013.11 ICLR’ 14 CVPR’ 14 ECCV’ 14 ICCv” 15 ICCV" 15 ICCV" 15

Fast R-CNN — DeepProposal - RPN — Faster R-CNN — YOLO v1— G-CNN — AZNet —

ICCV" 15 ICCV’ 15 NIPS’ 15 NIPS" 15 CVPR" 16 CVPR’ 16 CVPR’ 16

Inside-OutsideNet(ION) — HyperNet — OHEM — CRAFT — MultiPathNet(MPN) — SSD —

CVPR’ 16 CVPR’ 16 CVPR’ 16 CVPR’ 16 BMVC’ 16 ECCV’ 16

GBDNet — CPF — MS-CNN — R-FCN — PVANET — DeeplD-Net— NoC — DSSD— TDM —

ECCV" 16 ECCV" 16 ECCV’ 16 NIPS’ 16 NIPSW’ 16 PAMI’ 16 TPAMI’ 16 Arxiv’ 17 CVPR’ 17

Feature Pyramid Net(FPN) - YOLO v2 — RON— DCN — DeNet — CoupleNet — RetinaNet —

CVPR" 17 CVPR" 17 CVPR" 17 ICCV" 17 ICCV" 17 ICCV" 17 ICcv 17

Mask R-CNN— DSOD — SMN — YOLOv3 — SIN — STDN — RefineDet — RFBNet — -

Iccv' 17 Iccv’ 17 ICcv 17 Arxiv' 18 CVPR’ 18 CVPR’ 18 CVPR’ 18 ECCV’ 18

ez X ¥

PEKING UNIVERSITY

Challenge :

Speed

Accuracy
Weakly-supervised
3D detection

Small object
Object overlapping
Multi-task learning

88



Computer Vision Applications

* Image Segmentation person, sheep dog

-

e i

D AR Y S T
...’r« :‘g B et
L @

Semantic Segmentation Instance Segmentation

89
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Computer Vision Applications

* Image Segmentation: Pixel-wise Classification

333333333333
333333333333
333333113333
333331111333

33333311333
33331133
34111111
34111111

1: Person 11111111

2: Purse 33311111111

3: Plants/Grass 33312211111

4: Sidewalk

[ 33312211111

Input Semantic Labels

90
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Computer Vision Applications

* Image Segmentation
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Computer Vision Applications

* Image Segmentation: Fully Convolutional Networks, FCN
FCN uses convolution and pooling only, which allows to input images with arbitrary size.

* Encoder uses pooling, strided convolution for “downsampling”.
* Decoder uses transposed convolution for “upsampling”.

224x224 224x224

Convolution network

M :
12 ling Unpooling

e T i TP T S— —_— \ianooling
g spsmespigiEmc DS Unpooling
e i Unpooling
\ _/_/
~npooling
. \
|\ J N p
h'd ~~
Encoder Decoder

Pixel-wise Softmax

Fully Convolutional Networks for Semantic Segmentation. Long, Shelhamer, and Darrel. CVPR. 2015. 9

Learning Deconvolution Network for Semantic Segmentation. Noh et al. ICCV. 2015. (Image is from here)
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Computer Vision Applications

* Image Segmentation: Skip-connection

In the encoding process, as the number of layers increased, we can have
higher level features, but lost the low-level features.

Ground truth target Predicted segmentation

Lost low-level details
93
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Computer Vision Applications

* Image Segmentation: Skip-connection

4 64

24

==P Copy and concat
==$ Conv 3x3 relu
=P Max pooling 2x2

Deconv 3x3
=% Conv 1x1

128128

120




Computer Vision Applications

* Image Segmentation: Skip-connection

RGB Image

SegNet: A Deep Convolutional Encoder-Decoder Architecture for Image Segmentation. Vijay, Badrinarayanan etal. PAMI. 2015

Convolutional Encoder-Decoder

Pooling Indices

B conv + Batch Normalisation + RelU
B Pooling I Upsampling Softmax

NEATES]

PEKING UNIVERSITY

Output

Segmentation

95
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Computer Vision Applications

* Image Segmentation: Skip-connection
Skip-connection sends low-level features to the decoding process, which improves the

performance for segmenting the detailed pattern.

Input Ground truth Prediction

96
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Computer Vision Applications

* Image Segmentation: PSPnet (Pyramid Scene Parsing Network)

—[ro0]—-

|
!
|

CONCAT

(a) Input Image (b) Feature Map (¢) Pyramid Pooling Module (d) Final Prediction

97
PSPnet: Pyramid Scene Parsing Network. Hengshuang. Zhao, Jianping. Shi etal. CVPR. 2017.
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Computer Vision Applications

* Image Segmentation

Pixel-wise cross entropy:

* Considering each pixel as an individual label for classification

* Drawback: objects will larger area have larger weights on the loss, which lead to low
performance for segmenting small objects.

Dice coefficient:

* Address the imbalance problem of pixel-wise cross entropy.
2|ANB|
|Al+IB|’
* |A n BJ is the intersection area.

* If A and B are fully overlapped, Dice=1.

 If A and B are fully separated, Dice=0,

2|A N Bj 2TP 2|A - B
|A| +|B] 2TP+FP+FN |A]2 + |B|?

when values are all 0 and 1

e Dice = where A and B are two vectors with values of 0 and1,

Dice =
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Computer Vision Applications

* Image Segmentation

Deeplab series
e Discriminative Feature Network, DFN. CVPR 2018
ExFuse. ECCV 2018

99
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* |mage Segmentation: Instance Segmentation

Instance Segmentation = Object Classification 4+ Object Detection + Semantic Segmentation

100



Computer Vision Applications

* Image Segmentation: Instance Segmentation

g

RolAlign

Mask R-CNN. Long, Kaiming He, Georgia Gkioxari etal. ICCV. 2017.

Y

conv>
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Computer Vision Applications

* Image Segmentation: Instance Segmentation

Mask R-CNN. Long, Kaiming He, Georgia Gkioxari etal. ICCV. 2017. 102
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Computer Vision Applications

* Image Segmentation: Tricks

Mirror Padding

* Avoid to lost information on the boundary.

103
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Computer Vision Applications

* Image Segmentation: Tricks

Loss weighting :
* Edge weighting: increase the weight of edge, which make the loss more sensitive to the edges.
* Balance weighting: increase the weight of small objects according to their size.

Increase the weight of edges Increase the weight of small objects e.g., eyes

104



Computer Vision Applications

* Pose Estimation

Top-down
approach

Bottom-up
approach

Pipeline

Detect each person
and then estimate
their pose one-by-
one.

Detect all keypoints
and then assign the
keypoints to different

person.

Advantage

If object detection
works well, the
accuracy is high.

Fixed inferencing
time.

Disadvantage

If object detection
fails to detect the

person, we cannot
estimate the pose.

Inferencing time

relate to the number

of people.

Difficult to assign the
keypoints to different

person.

TN
& P
A A
el -
Tgob
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* Pose Estimation: Convolutional Pose Machine, CPM

/ Heat map of the right hand Top-down

* Step 1: Use object detection to find the
bbox of person.

Step 2: Feed the person image into VGG to
obtain the image features.

Step 3: Feed the image features to a stage-
1 CNN to obtain the keypoint heatmaps.

Input Image (a) Stage 1 (b) Stage 2 (c) Stage 3
* Step 4: Feed the keypoint heatmaps and
R image feature to the next CNN to obtain
better keypoint estimation.
VGG CNN CNN CNN

106
Convolutional Pose Machines. Shih-En Wei, Varun Ramakrishna etal. CVPR. 2016.
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* Pose Estimation: Convolutional Pose Machine, CPM
gonv?\zuti}(i'nal (a) Stage 1 R (bjkStacer— 2 —
ose Machines I ! Y
(T-stage) I b * Loig
B rooine (o) ‘ . Hé_@.
Convolution =5 % 1/}T
Loss npu Loss .
SiSizea A e e e e e (d) Stage > 2 » |+ Advantages of multiple stages:
| = . = -  Larger receptive field
Input 5x5 [|9x X X 5 xarffuaxaiffraxaaf] LX X Pt = . . .
hlr%:i% B HE BB BB D s * Fine-tune the keypoint estimation
| — e | 1 | l—] l_,
9x9 26 x 26 60 x 60 96 x 96 160 x 160 240 x 240 320 x 320 400 x 400
107

Convolutional Pose Machines. Shih-En Wei, Varun Ramakrishna etal. CVPR. 2016.
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Computer Vision Applications

* Pose Estimation: Convolutional Pose Machine, CPM

Heat map of the right hand

« In this example, the stage 1 fails to
estimate the correct location of the
right hand, but as using more stages,
the model successfully estimates the
correct right hand location.

Input Image (a) Stage 1 (b) Stage 2 (c) Stage 3

VGG CNN CNN CNN

108
Convolutional Pose Machines. Shih-En Wei, Varun Ramakrishna etal. CVPR. 2016.
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Computer Vision Applications

* Pose Estimation: OpenPose
OpenPose = CPM + Bottom-up

* Keypoint heatmaps

* “Connection” heatmaps

Entire Image

Stage 1 Stage 3 Stage 6

VGG CNN CNN CNN

109
Realtime Multi-Person 2D Pose Estimation using Part Affinity Field. Cao Zhe, Tomas Simon etal. CVPR. 2017.
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* Pose Estimation: OpenPose
OpenPose = CPM + Bottom-up
Stagel . Stage t, (t22) ...
Loss Loss
Branch 1 1

E Pooling

; 3 3[[3x3||3x3|[1x1|[1x1

Branch 1 t i X

St
TXTNTXTTXT||Tx7|[Tx7||1x1]|1x1

A

Input \ A
Image 32;3 3é3 2I>)< 3é3 3é3 2}>)< 3é3 32;3 3é3 32;3 2I>)< 323 32;3 3é3 383 3é3 lél lél o =<J 727 7é7 7é7 7é7 727 lél lél !
hxwx3 L' 7y L!

1 4 &t f :
VGG —19 Branch 2 ¢ Loss Branch 2 Loss :
f% .ﬁ '

Realtime Multi-Person 2D Pose Estimation using Part Affinity Field. Cao Zhe, Tomas Simon etal. CVPR. 2017. 110
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Computer Vision Applications

* Pose Estimation: Pose Proposal Networks, PPN
PPN = YOLO + OpenPose very fast

* Disadvantage of OpenPose: Parse the heatmaps pixel-wisely to find all
keypoints and connections. The speed bottleneck is on CPU rather

than GPU.

* PPN considers the pose estimation problem as an object detection
problem, without requiring pixel-wisely parsing.

Pose Proposal Networks. Taiki Sekii. ECCV. 2018. i
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Computer Vision Applications

 Pose Estimation: PPN

PPN = YOLO + OpenPose very fast

* One body connection has two keypoints.

/ Keypoint . .
® * OpenPose estimates the red points and

| Connection blue connections, while PPN estimates the

green bounding boxes.
Bounding box

® Cevoo * PPN uses a greedy algorithm to connect
+<— Keypoint _
all bounding boxes to form a person pose.

112
Pose Proposal Networks. Taiki Sekii. ECCV. 2018.



ez ¥

PEKING UNIVERSITY

Computer Vision Applications

 Pose Estimation: PPN

NMS
+
Bipartite
Matching

RPs of person instances and parts
Resize CNN

: Parsing results
Input image

Limb detections

113
Pose Proposal Networks. Taiki Sekii. ECCV. 2018.
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Computer Vision Applications

* Pose Estimation: PPN Limitations

* Poor performance for the crowd.

* Poor performance for datasets that the person has a large size range.

114
Pose Proposal Networks. Taiki Sekii. ECCV. 2018.
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Computer Vision Applications

* Face Recognition: Problem Definition

[ Face Detection J { Face Alignment J {Face Identification} r

» Step 1: Detect the face location on the image.
e Step 2: Align the face to the center of the image.
» Step 3: Perform face recognition on the image.

115



Computer Vision Applications

* Face Recognition: Problem Definition

/ Face Recognition

Face Verification

&

~

)N’VN"'(»* t }

£ 2 '/ ,ﬁ

G 517 =
T59%

PEKING UNIVERSITY

Two different tasks

Face Identification ﬁ  Given an image, classify the face ID.

ﬁ e Given two images, classify whether they are

/

the same person.

116
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Computer Vision Applications

* Face Recognition

/ Face Recognition * The input face in the

Close-set Face ID J “ training set, i.e., a

simple classification
problem.

\ [ Open-set Face |D}ﬁ- The input face is not
.

in the training set.
Face Verification

!

-~/

[ Face Identification

117
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Computer Vision Applications
* Face Recognition

* The most commonly used method is Open-set Face ID:
* The model is fixed, we cannot retrained the model.
 When adding new person, a single image is used as the reference.

i zxys

@ o0 ®

118
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* Face Recognition

* Open-setFaceID:

* Pretrained an image encoder to extract discriminative
features from the images.

——

\“

While the feature vectors of the same person are similar
even the images have different lighting conditions.
Feature Vector
* Find the face ID by comparing the feature vectors in the
dataset.

T * Different people’s face have very different feature vectors.

119
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* Face Recognition

Close-set Face Identification: A simple classification
problem, similar with MNIST. Given an image, output

the class label.

Training

Testing

Face
Identification

Face

Verification

Equivalent

Set

Set

Task

SphereFace: Deep Hypersphere Embedding for Face Recognition. Weiyang Liu etal. CVPR. 2017.

Identities appear in training set

| Label
— | Predictor | = 1D
Training
Set N

ID;

| \

J el Compare label
a P
¥

Predictor S
1 lD]

Training
N “ Set

lassification Problem

® e . o/m Learnseparable
ee/ /" = features
u
LI

\ Closed-set Face Recognition y
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Identities DO NOT appear in training set

Training Set
l Feature
— | Feature 4
W /

Extractor Compare Distance

N
Gallery AL
Training Set
1 Feature
g

Feature Compare Distance

Extractor
~
Feature

Learn large-margin
features

Open-set Face Recognition
120



Computer Vision Applications

* Face Recognition 35
Close-set Face Verification: Also a simple classification
problem. Given two images, output two class labels g%
and compare whether the labels are equal. 3

Equivalent

Face
Verification

Task

SphereFace: Deep Hypersphere Embedding for Face Recognition. Weiyang Liu etal. CVPR. 2017.

Identities appear in training set

Label
— | Predictor | —> IDi

1

Training
Set N N
ID;
q S e
abe Compare labe
P
«

Predictor =
t IDJ

Training
y W " Set

lassification Problem

® e , o/m Learnseparable
oo/ " = features
| |
L ™1 n

\ Closed-set Face Recognition )
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=

Identities DO NOT appear in training set

Training Set ~ ($

l : |Feature
/ ®
— | Feature -
) / Extractor Compare Distance

m - TeSting :
Gal]ery Features

Training Set

|

Feature
Extractor

4
899

Feature

\

re Distance

/

(o]
(XEXY) 'g XX Y)

Feature

Learn large-margin
features

Open-set Face Recognition
121



ez ¥

PEKING UNIVERSITY

Computer Vision Applications

o0
. . .E 3 ¢ WA
* Face Recognition £3 3 TS AR T -
St A -
= \ 3 \ 4 W
o i
S w ‘ﬁ §§
- D b ¥
g A
H . oy . . . g4 . C Ay
i Identities appear in training set Identities DO NOT appear in training set
: Training Set
= . Label ‘ Feature
S — | Predictor | = 1D 7
o 8 > | Feature )
2 ’% : T ) p Extractor | Compare Distance
= = 5 N\
§ : Training 3 ' B  Testing oo
; S ‘ Ga“ery Features

* Open-set Face Identification: A feature extraction
problem, it first extracts all feature vectors of the
images in the dataset, then when input an image, find

Predictor Compare Distance

Extractor

Face
Verification

é Training Set

g i - e D, 1 Feature
: Label ~ il

: Compare label} Feature

s a -

-

S~
the ID that has the best match feature vector. m%m ITDj. | D~ el
] raming i
\ W Set N
lassification Problem i rni lem

® e . o/m Learnseparable
ee/ /" = features
|
- g n

Closed-set Face Recognition \_ Open-set Face Recognition Yy,
SphereFace: Deep Hypersphere Embedding for Face Recognition. Weiyang Liu etal. CVPR. 2017. 122

Learn large-margin
features

Equivalent
Task
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Training

* Face Recognition

Testing

Face
Identification

Set

Set

Face
Verification

Open-set Face Verification: Also a feature extraction

problem, it extracts the feature vectors of two images
and computes the similarity score. If the score higher %
=

than a threshold, these two images are the same
person.

Task

SphereFace: Deep Hypersphere Embedding for Face Recognition. Weiyang Liu etal. CVPR. 2017.

Identities appear in training set

Label
— | Predictor | —> IDi

1

Training 3
Set N N -

Predictor =
t IDJ

Training
AN " Set

lassification Problem

§ Training Set
: ID;
g N - 1
' Label
' 5 Compare label} Feature
4 P X
Q X N

® e , o/m Learnseparable
oo/ " = features
| |
L ™1 n
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—

Identities DO NOT appear in training set

Training Set |9

l : |Feature
/ ®
— | Feature -
) / Extractor Compare Distance

N @
& A ... Testing :
” Gallery

Features

Feature

\

(o]
(XEXY) 'g XX Y)

re Distance
Extractor

N/
/

Feature

Learn large-margin
features

Closed-set Face Recognition

\_ Open-set Face Recognition Yy,
123
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* Face Recognition

Set

Training

Close-set Face Identification: A simple classification | :
problem, similar with MNIST. Given an image, output ' ’
the class label. Identities appear in training set Identities DO NOT appear in training set
Close-set Face Verification: Also a simple classification

problem. Given two images, output two class labels . q - .
and compare whether the labels are equal. . ! i W x| Extracor | Sl e

N
Open-set Face Identification: A feature extraction =l Em
problem, it first extracts all feature vectors of the ; q : a —
' D : |

Testing
Set

Training Set (g

i |Feature
o

Feature L]

Label
Predictor

.
]
— ID;
)
.

Face
Identification

—

=

v 2

QB

5

(5
- @

Feature

images in the dataset, then when input an image, find

Label

.
Compare label E Feature

Extractor

Predictor

re Distance

the ID that has the best match feature vector. B

. Q 1
Open-set Face Verification: Also a feature extraction mmm“ﬁ;‘f“g
problem, it extracts the feature vectors of two images ;
and computes the similarity score. If the score higher

/

o\
0@ - ..'g.. - 90

Feature

Face
Verification

lassification Problem § Metric Learning Problem

g
. E é ; ® e . o/m Learnseparable i Learn large-margin
than a threshold, these two images are the same EF | [o4 &  featues ; . features
= H L0 : I'
person. ; " . :
Closed-set Face Recognition Open-set Face Recognition

SphereFace: Deep Hypersphere Embedding for Face Recognition. Weiyang Liu etal. CVPR. 2017.
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Computer Vision Applications

* Face Recognition

Design new network architecture e . : :
'S _ Learn discriminative feature space by supervised learning.
Design new loss function

125
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Computer Vision Applications

* Face Recognition: Dataset

Image size of 112x112, 112x96, and 96x96 are commonly used in academic.
Larger image size usually has better accuracy but larger computation cost.

-

MS1M-refine-v2 112x96

Rl Bl
| ” -7 < . 44

MS1M-refine-v2 96x96

Microsoft 1 Million Face Dataset —
126
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Computer Vision Applications

* Face Recognition

Always looking for better loss function ... ... ...

... L-Softmax = SphereFace = ArcFace ...

ArcFace: Additive Angular Margin Loss for Deep Face Recognition. Jiankang Deng etal. CVPR. 2018.
127
SphereFace: Deep Hypersphere Embedding for Face Recognition. Weiyang Liu etal. CVPR. 2017.
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* Face Recognition: MobileFaceNet = ArcFace + MobileNetV?2

MOBILEFACENET ARCHITECTURE FOR FEATURE EMBEDDING

Input Operator t c ni|s
112%% 3 conv3x3 -1 64 |12
56> x 64 | depthwiseconv3x3 | - [ 64 | 1| 1
56% x 64 bottleneck 21 64 |52
28% x 64 bottleneck 41128 [1]2
14% x 128 bottleneck 21128161
14? x 128 bottleneck 4 1281112
7% x 128 bottleneck 21128 1211
7% 128 convlxl -1 512111
7> x 512 | linear GDConv7x7 | - | 512 | 1 | 1
1% 512 linear convixl - 128 [ 1|1

conv 1x1, Relu6

|

Dwise 3x3,
stride=s, Relu6

t: expansion factor c: num of channels n:

num of repeat s: stride

MobileNetV1

Add

i

conv 1x1, Linear

1

Dwise 3x3, Relu6

!

Conv 1x1, Relu6

Stride=1 block

ATNTY
& &)
% )
el -
185899

e 7

PEKING UNIVERSITY

>4

D
7

conv 1x1, Linear

|

Dwise 3x3,
stride=2, Relub

T

Conv 1x1, Relu6

Stride=2 block

MobileNetV2

Model size < 4MB, CPU runtime < 24ms

128
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* More and more ...

Person Re-identification (RelD)
* Track person in different cameras

129
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* More and more ...
Person Attribute Classification
Y N T T T T T T T T T S T e e =,
{ Inter-Person @ \ / Intra-Person Attribute Context (b) \ / Inter-Attribute Correlation  (¢)  \
I Similarity Context | { Input i e h  LSTNEhidden stase \ I > * Outputy \I
RN :Ii‘ll : : [ Femae] |
| 7 ® \ ) / i o
/ ‘ \ 1 | |
| &~ I ‘ Age Less 30 ‘ |
I \\ )/ s ) = 'O/ P | ) l |
AN yam | Skirt | |
| N _s ekt P |
| : | ‘ Footwear Stocklng’ |
| | | i
I O TargetImage [ | | W,y ! | - ’ - l :
: @ Topl Nearest Neighbor I} | | : : | . ‘/J i |
I T | | '\ u_“’_ /I | 28 ’ Hair Long} t:timestamp}
@ Topk Nearest Neighbor [} | Attention ] s

) \\ Biasnide 2* =max(z,z{, -+, z}) // \\Z s Cantextyector ) Sequence prediction //

N / N o e -~ N e e e e i e a o o —
130

Attribute Recognition by Joint Recurrent Learning of Context and Correlation. Jingya Wang etal. ICCV. 2017.
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* More and more ...

Depth Estimation

NYU Depth Dataset V2

131
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* More and more ...

Style Transfer

Content

Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization. X. Huang, S. Belongie. ICCV 2017. 132
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* More and more ...

Super-resolution

133
Photo-Realistic Single Image Super-Resolution Using a Generative Adversarial Network. C. Ledig, L. Theis et al. CVPR 2017.
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* More and more ...

Image-to-image Translation

Labels to Street Scene Labels to Facade BW to Color

output
Edges to Photo

output input output input output

134
Image-to-Image Translation with Conditional Adversarial Networks. P. Isola, J. Zhu et al. CVPR 2017.
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* More and more ...

Unsupervised/Unpaired Image-to-image Translation

Monet > Photos Zebras _ Horses ) Summer > Winter

A = : S i “ o aadiage
Photograph Van Gogh Cezanne

135
Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks. J. Zhu, T. Park et al. ICCV 2017.
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* More and more ...

Semantic Image Synthesis

3 Ayellow bird with _
grey wings.

A red bird with blue _
head has grey wings.

This flower has white
+ petals with yellow =
round stamens.

This beautiful
4+ flowerhasmany =
red ruffled petals.

136
Semantic Image Synthesis via Adversarial Learning. H. Dong, S. Yu et al. ICCV 2017.
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* More and more ...

We will introduce the generative works in the GAN lesson.

137
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Summary
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Convolutional Neural Networks

Motivation

e Curse of dimensionality, parameter sharing ...

Convolutional Algorithms

* Convolution, channel, receptive field, dilated convolution ...

Pooling Algorithms

* Max pooling, mean pooling, pyramid pooling ...

Hierarchical Representation Learning

* Large receptive field, feature representation ...

Convolutional Architectures
* VGG, ResNet, MobileNet, SqueezeNet ...

Transposed Convolutional Algorithms

* Decoding, common transposed convolution ...

Computer Vision Applications

* Detection, segmentation, recognition, pose estimation ...
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Convolutional Neural Networks

* Exercise 1:
e Use Tensorlayer to classify the CIFAR10 dataset

* Exercise 2: (Optional)
* Choice an application and implement it
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Questions?
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