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High Resolution Image Synthesis



ez ¥

PEKING UNIVERSITY

UNT D
éo éﬁ
~ »
= ~)
> ~
7598%

High Resolution Image Synthesis

* Progressive GAN

4
Progressive Growing of GANs for Improved Quality, Stability, and Variation. T. Karras, T. Aila, et al. ICLR. 2018.
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High Resolution Image Synthesis

* Progressive GAN
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Progressive Growing of GANs for Improved Quality, Stability, and Variation. T. Karras, T. Aila, et al. ICLR. 2018.
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High Resolution Image Synthesis

* Utilising Feature Information for Medical Image Reconstruction

Pre-trained CNN

Deep De-Aliasing for Fast Compressive Sensing MRI. S. Yu, H. Dong, G. Yang et al. arXiv:1705.07137 2017.
DAGAN: Deep De-Aliasing Generative Adversarial Networks for Fast Compressed Sensing MRI Reconstruction.6
G. Yang, S. Yu, H. Dong et al. TMI 2017.
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High Resolution Image Synthesis

* Image Reflection Separation

Transmission Reflection
p

Input Our results

Single Image Reflection Separation with Perceptual Losses. X. Zhang, R. Ng, Q. Chen. CVPR. 2018.
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High Resolution Image Synthesis

* |mage inpainting

Context Encoders: Feature Learning by Inpainting. D. Pathak, J. Donahue. CVPR. 2017
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High Resolution Image Synthesis

 Face Rotation

Input Output

)
|
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Pose-Guided Photorealistic Face Rotation. Y. Hu, X. Wu et al. CVPR. 2018
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Text-based Image Synthesis
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Text-based Image Synthesis

* Text-to-image synthesis

this small bird has a pink this magnificent fellow is
breast and crown, and black almost all black with a red
primaries and secondaries. crest, and white cheek patch.

* Multi-modal problem

P(t, z)

the flower has petals that this white and yellow flower
are bright pinkish purple have thin white petals and a
with white stigma round yellow stamen

Generative Adversarial Text to Image Synthesis. S. Reed, Z. Akata et al. ICML. 2016. 11
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Text-based Image Synthesis

* Text-to-image synthesis

this striking bird has a mostly black body

this is a black bird with a yellow breast and head. t : matching text

P BCHY G F

this bird has a bright yellow head and breast

> t : mismatching text

AREMNEF

}* /

12
Generative Adversarial Text to Image Synthesis. S. Reed, Z. Akata et al. ICML. 2016.
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* Text-to-image synthesis
t
® RNN & @ RNN
Encoder lfrcoder t : matching text
J : Ceal) t : mismatched text
| —

/o N\

1. Learn to classify matching image and text as real sample
2. Learn to classify mismatched image and text as fake sample
3. Learn to classify image from generator as fake sample

Learn to fool discriminator

This flower has small, round violet R This flower has small, round violet
petals with a dark purple center r:=G (Z - (p(t)) petals with a dark purple center

13

Discriminator Network

Generator Network
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* Text-to-image synthesis + High resolution image

Lok

¢ RNN ¢ RNN
Encoder Encoder
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Encoder

——{ fake |

Encoder

@ RNN

14
StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks. H. Zhang, T. Xu et al. ICCV. 2017.
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Text-based Image Synthesis

* Text-to-image synthesis + High resolution image

This bird has a yellow This bird is white ~ This flower has
belly and tarsus, grey with some black on overlapping pink

back, wings, and its head and wings, pointed petals
brown throat, nape and has a long surrounding a ring of
with a black face orange beak short yellow filaments

(a) Stage-I
images

(b) Stage-11
images

15
StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks. H. Zhang, T. Xu et al. ICCV. 2017.
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Text-based Image Synthesis

* Semantic image synthesis

+ Avyellow bird with _ |
grey wings.

A red bird with blue _
head has grey wings.

This flower has white
+4 petals with yellow =
round stamens.

This beautiful
4+ flowerhasmany =
red ruffled petals.

16
Semantic Image Synthesis via Adversarial Learning. H. Dong, S. Yu et al. ICCV 2017.
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Text-based Image Synthesis

* Semantic image synthesis

this striking bird has a mostly black body A
this is a black bird with a yellow breast and head. t : matching text
(=]
this bird has a bright yellow head and breast EEEE{]/_J%
\
> t : semantically relevant text
X AT
t : mismatching text
AREMNEF
¥
Jo 3 L/ Y,

17
Semantic Image Synthesis via Adversarial Learning. H. Dong, S. Yu et al. ICCV 2017.
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* Semantic image synthesis

t : matching text
t : mismatched text
@ RNN @ RNN t : semantically relevant text
Encoder

Lp = ]E(:c,t)diata logD(:c, QD(t))

+E (e, )npiaia 091 — D@, 0(1)))

+ E(m,f)rvpdata log(l - D(G(x’ (p(i)), (P(Z)))
EG = ]E(a:,f)rvpdam lOg(D(G(.’I), (p(i)), (p(f)))

Residual

H\E l!

Learn to fool discriminator 1. Learn to classify matching image and text pairs as real samples
when inputting image with
semantically relevant text 3. Learn to classify samples from generator as fake samples

18
Semantic Image Synthesis via Adversarial Learning. H. Dong, S. Yu et al. ICCV 2017.
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3D Data Synthesis
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* 3D-GAN
|
1
512x4x4x4 ol 7 6 E’ / I |
256x8x8x8 I
128x16x16x16 64x32x32x32
Z G(z) in 3D Voxel Space
64x64x64
Figure 1: The generator in 3D-GAN. The discriminator mostly mirrors the generator.
Learning a Probabilistic Latent Space of Object Shapes via 3D Generative-Adversarial Modeling. .

J. Wu, C. Zhang et al. NIPS. 2016.
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3D Data Synthesis

* UV-GAN

Alignment 3DMM Fitting Shape Self-occluded UV
filled with random noise

Wwese
2 LA

Face Synthesis Completed UV

UV-GAN: Adversarial Facial UV Map Completion for Pose-invariant Face Recognition.
J. Deng, S. Cheng et al. CVPR. 2018.

21
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Adversarial Domain Adaptation
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Adversarial Domain Adaptation

* Single Source Domain Adaptation
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Domain shift among
sources and target

Domain adaptation
needed!

Domain-Adversarial Training of Neural Networks. Y. Ganin, H. Ajakan et al. IMLR. 2016



Adversarial Domain Adaptation

* Learn domain-universal & task-discriminative features

f = Gy(x:0y)

y —_—
mwmw mc>ﬁc> 1B EY
labe/ predictor

feature extractor

= Gy(f; 9y)
Bl

Discriminative for l l

vehicle counting

Indiscriminate for
different domains

Small
source risk

Small source & target
divergence

High classification loss
between source & target

Domain-Adversarial Training of Neural Networks. Y. Ganin, H. Ajakan et al. IMLR. 2016
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Adversarial Domain Adaptation

* Single Source Domain Adaptation

Before adversarial learning After adversarial learning
Task Low domain classification loss High domain classification loss
das S
result . Ay s A
learner WO A N
. ;, : ‘:v ) Y _". k ; RRRLY < : “;“,_ ,““

Source images have label
Target images do not have label

Domain-Adversarial Training of Neural Networks. Y. Ganin, H. Ajakan et al. IMLR. 2016
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* Multiple Source Domain Adaptation

....................................................................................

Source cameras: lots of labeled data

Facing NOmtRRIMIRE/2016 12:00:30 PM Facing North 2016-04.29 07:55:08
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‘Target cameras: lots of un-labeled data )
' EaCINE South 08081 0 16- 06:01: 2 P Source images have label

Target images do not have label

Multiple Source Domain Adaptation with Adversarial Learning. S. Zhang, H. Zhao et al. NIPS. 2018.
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Adversarial Domain Adaptation
* Multiple Source Domain Adaptation

Xs1 [

Task
learner

Xsk |1

§

XT

Source images have label
Target images do not have label

Multiple Source Domain Adaptation with Adversarial Learning. S. Zhang, H. Zhao et al. NIPS. 2018.
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Discussion
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* Exercise 1:
* Implement the DCGAN

 Exercise 2:
e Study and Explain W-GAN

* Exercise 3: (Optional)
* Choice an application and implement it

Link:

30
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